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ABSTRACT
Recent years have witnessed the emerging of conversational sys-
tems, including both physical devices and mobile-based applica-
tions. Both the research community and industry believe that con-
versational systems will have a major impact on human-computer
interaction, and specifically, the CHI/IR/DM/RecSys communities
have begun to explore Conversational Recommendation Systems.
Conversational recommendation aims at finding or recommending
the most relevant information (e.g., web pages, answers, movies,
products) for users based on textual- or spoken-dialogs, through
which users can communicate with the system more efficiently
using natural language conversations. Due to users’ constant need
to look for information to support both work and daily life, conver-
sational recommendation system will be one of the key techniques
towards an intelligent web. The tutorial focuses on the founda-
tions and algorithms for conversational recommendation, as well
as their applications in real-world systems such as search engine,
e-commerce and social networks. The tutorial aims at introducing
and communicating conversational recommendation methods to
the community, as well as gathering researchers and practitioners
interested in this research direction for discussions, idea communi-
cations, and research promotions.
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1 MOTIVATION, TOPICS AND RELEVANCE
Among many techniques that compose an intelligent Web, a Con-
versational System (such as Google Now, Apple Siri, Microsoft
Cortana, and Amazon Alexa) is one that serves as the direct in-
teractive portal for end-users, which is expected to revolutionize
human-computer interaction. With recent progress on NLP and
Internet of Things (IoT), such systems have also been deployed as
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physical devices, opening up more opportunities for applications
in smart environments.

Though as an emerging research direction, the basic idea of
conversational recommendation has been a core consideration for
researchers in the field, from early-stage interactive collaborative
filtering methods to assist cold-start users, to later reinforcement
learning approaches for modeling user-dialog states, and to more
recent deep learning and natural language processing approaches
to conversational recommendation.

This tutorial will introduce conversational recommendation from
five main perspectives – dataset, method, evaluation, toolkit, and
real-world systems. In particular:

Dataset: We introduce current datasets that facilitate conversa-
tional recommendation research including three types of existing
datasets: fully-synthetic, semi-synthetic, and real-world datasets.
Due to their difference in conversational pattern and data scale,
different datasets facilitate different types of conversational recom-
mendation research, and we introduce the differences and how to
make best use of the datasets in detail. The problem definition of
conversational recommendation also highly relies on the datasets
and conversational pattern, as a result, we also formalize and intro-
duce the problem definition of conversational recommendation in
this part of the tutorial.

Method: In this part of the tutorial, we organize and introduce
current methods and algorithms for conversational recommenda-
tion. We introduce both algorithmic approaches and user-analysis
approaches to conversational recommendation. In particular, we
carefully organize existing approaches into a two-dimensional tax-
onomy. One dimension is conversation paradigm, which can be
either system-leading or user-leading. The second dimension is
the method for conversation strategies. In this dimension, we first
introduce early-stage interactive collaborative filtering methods,
and then introduce more recent conversational recommendation
approaches in terms of two broad types: dialog-state tracking and
natural language understanding, which constitutes two important
ingredients of practical conversational recommendation systems.

Evaluation: We introduce both offline and online evaluation
methods for conversational recommendation. Evaluation methods
can be different according to different conversation paradigms. In
system-leading conversations, we introduce evaluation methods for
question prediction, conversation efficiency, and recommendation
accuracy. In user-leading conversations, we introduce evaluation
methods for response accuracy and conversation efficiency. A scope
of important research exists in user-analysis and evaluation for
conversational recommendation systems, and we also introduce
these researches to facilitate better user-oriented evaluation of
conversational recommendation systems.

Toolkit: We introduce existing open-source toolkits and plat-
forms to facilitate conversational recommendation research, such
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as the Microsoft Conversational AI tools and bot builder SDK. This
part of the tutorial includes a hands-on demo about quick building
of a working conversational recommender system, so as to help
attendees to gain hands-on experience in this research domain.

Real-world systems: Finally, we introduce conversational rec-
ommendation in current real-world conversational AI systems in
industry, including but not limited to Google Assistant, Amazon
Alexa, and Microsoft Cortana. In this part of the tutorial, we also
introduce the programming interfaces supported in these systems
to help attendees understand how to integrate their conversational
recommendation methods into the systems.

Based on the above rich set of materials, this tutorial will greatly
help researchers from both academia and industry who are inter-
ested in conversational recommendation.

2 THE TUTORIAL TEAM
Dr. Yongfeng Zhang and his group have been consistently work-
ing on conversational recommendation systems. Together with
co-authors, their work on conversational recommendation [35]
provided a standard System Ask–User Respond (SAUR) paradigm
for conversational search and recommendation. The paradigm has
helped researchers and practitioners to push the frontier in the
field for different conversational search and recommendation sce-
narios such as [2, 6, 16, 22, 29, 37, 38]. Their other research on
conversational recommendation and information seeking includes
[2, 9, 17–21, 31–33]. Senior PhD students Zuohui Fu and Yikun Xian
have been working on knowledge-graph reasoning approaches to
conversational recommendation. A selected subset of their recent
publications include [7, 8, 14, 27, 28]. The group also has research ex-
perience on explainable recommendation [1, 5, 7, 26–28, 34, 36], nat-
ural language generation [3, 13], neural logic/symbolic reasoning
[4, 23, 24] and economic modeling of user behaviors [10–12, 15, 30],
which help to strengthen the tutorial from broader perspectives. Dr.
Yi Zhang is a pioneer in conversational recommendation research.
Her paper on conversational recommendation [25] is one of the
first papers on dialog state controlling for conversational recom-
mender systems. Her experience as the CTO of a Conversational AI
tech-company Rulai Inc. further enhances the tutorial by providing
hands-on industry experiences to our audiences.

3 FORMAT AND INTERACTION STYLES
The tutorial is delivered as a half-day tutorial. We will introduce
the background and problem formalization (by Yongfeng Zhang),
dataset and evaluation (by Yikun Xian), conversational recommen-
dation models (by Zuohui Fu), as well as toolkit and real-world
systems (by Yi Zhang). At the end of the tutorial, we will aggre-
gate and wrap up different conversational methods, together with
a final QA session, so as to encourage idea dissemination and re-
search communication among the audiences. The tutorial targets
on CHI, IR, NLP, data mining and especially recommender system
researchers and practitioners.

4 TUTORIAL MATERIALS
Tutorial materials such as the slides and video recordings are pro-
vided on the tutorial website (http://conversational-recsys.github.io)
to the audiences and the general public.
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