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ABSTRACT

Foundation Models such as Large Language Models (LLMs) have significantly advanced many research areas. In particular, LLMs offer significant advantages for recommender systems, making them valuable tools for personalized recommendations. For example, by formulating various recommendation tasks such as rating prediction, sequential recommendation, straightforward recommendation, and explanation generation into language instructions, LLMs make it possible to build universal recommendation engines that can handle different recommendation tasks. Additionally, LLMs have a remarkable capacity for understanding natural language, enabling them to comprehend user preferences, item descriptions, and contextual information to generate more accurate and relevant recommendations, leading to improved user satisfaction and engagement. This tutorial introduces Foundation Models such as LLMs for recommendation. We will introduce how recommender system advanced from shallow models to deep models and to large models, how LLMs enable generative recommendation in contrast to traditional discriminative recommendation, and how to build LLM-based recommender systems. We will cover multiple perspectives of LLM-based recommendation, including data preparation, model design, model pre-training, fine-tuning and prompting, multimodality and multi-task learning, as well as trustworthy perspectives of LLM-based recommender systems such as fairness and transparency.
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1 MOTIVATION, RELEVANCE AND OUTLINE

Recently, Large Language Models (LLMs) have emerged as powerful tools and bring significant benefits to recommender systems, making them highly advantageous for personalized recommendations. With exceptional learning and language modeling ability, LLMs make it possible to construct effective, multitask and multimodal recommendation engines. This tutorial aims at sharing knowledge about the development, application and potential benefits of LLMs in recommender systems, which helps to enhance the understanding and adoption of these models among researchers and practitioners. The tutorial also provides an opportunity to address the challenges and considerations specific to LLM-based recommendation systems, such as personalization, data privacy, fairness, and interpretability, fostering a deeper understanding of the implications and responsible use of these models. Finally, the tutorial can also serve as a platform for exchanging ideas, sharing best practices, and encouraging collaborations among experts in the field, ultimately driving advancements and innovation in LLM-based recommendation systems.

The tutorial will introduce LLM-based recommendation from five main perspectives – dataset, model, evaluation, toolkit, and real-world systems. In particular:

- **Datasets**: We introduce existing open-source models and platforms to facilitate LLM-based recommendation research, including both LLM backbones such as T5 and LLaMA, and LLM-based recommendation platforms such as OpenP5.
- **Models**: We introduce evaluation methods for LLM-based recommendation models. Because of the multitask, multimodal, and cross-data nature of LLM-based recommendation models, evaluating the models not only focuses on recommendation accuracy, but also many other perspectives such as text quality, efficiency and fluency.
- **Toolkit**: We introduce existing open-source models and platforms to facilitate LLM-based recommendation research, including both LLM backbones such as T5 and LLaMA, and LLM-based recommendation platforms such as OpenP5.
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**Real-world systems:** Finally, we introduce existing industrial LLM systems that support recommender functionality and their advantages and problems to improve. Examples include ChatGPT, Microsoft Bing and Google Bard.

Based on the above rich set of materials, this tutorial will greatly help researchers from both academia and industry who are interested in LLM-based recommendation.

## 2 TUTORIAL LOGISTICS

**Targeted audience:** The tutorial will be mainly targeting on recommender system researchers and practitioners from both academia and industry since we introduce LLM for recommendation. The tutorial will also attract researchers who work in broader AI/ML communities such as NLP since we will introduce how large language models can be personalized and tailored for recommendation tasks. Audiences are not required to have preliminary knowledge on NLP and LLMs, since we will introduce the basic NLP and LLM knowledge.

**Relevant Tutorials:** To the best of our knowledge, this is the first tutorial on large language models for recommendation.
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