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ABSTRACT
Factorization Machines (FMs) are widely used for the collabora-
tive recommendation because of their effectiveness and flexibility
in feature interaction modeling. Previous FM-based works have
claimed the importance of selecting useful features since incorpo-
rating unnecessary features will introduce noise and reduce the
recommendation performance. However, previous feature selec-
tion algorithms for FMs are proposed based on the i.i.d. hypothesis
and select features according to their importance to the predictive
accuracy on training data. However, the i.i.d. assumption is often
violated in real-world applications, and shifts between training
and testing sets may exist. In this paper, we consider achieving
causal feature selection in FMs so as to enhance the robustness
of recommendation when the distributions of training data and
testing data are different. What’s more, different from other ma-
chine learning tasks like image classification, which usually select
a global set of causal features for a predictive model, we emphasize
the importance of considering personalized causal feature selection
in recommendation scenarios since the causal features for different
users may be different. To achieve our goal, we propose a personal-
ized feature selection method for FMs and refer to the confounder
balancing approach to balance the confounders for every treatment
feature. We conduct experiments on three real-world datasets and
compare our method with both representative shallow and deep
FM-based baselines to show the effectiveness of our method in
enhancing the robustness of recommendations and improving the
recommendation accuracy.
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1 INTRODUCTION
Factorization machines (FMs) are originally proposed for the collab-
orative recommendation, and are widely used in predictive analytics
such as targeted advertising [15] and toxicogenomics prediction
[53]. To leverage the interactions between features, FMs provide a
generic way to model second-order feature interactions to enhance
the linear regression model. Specifically, FMs associate a weight for
each feature or feature interaction, and predicts the target through
the weighted sum of all features. Some previous works have em-
phasized that it is necessary to perform feature selection for FMs
to effectively filter out useless feature interactions, since incorpo-
rating unnecessary feature interactions will introduce noise and
degrade the recommendation performance [8, 9]. However, pre-
vious FMs-based feature selection algorithms are proposed based
on the i.i.d. hypothesis, i.e., they assume the testing data is drawn
independently from the same distribution as the training data, so
that the model learned from the training data can be directly ap-
plied to the testing data and still achieves satisfactory performance.
Therefore, previous works select features according to their im-
portance to the accuracy of the predictive model on training data.
However, in real applications, especially in recommender systems,
the i.i.d. hypothesis is usually violated. For example, agnostic selec-
tion bias may occur when collecting data, so that the distributions
of training and testing data may be different [26, 43]. Moreover, in
real applications, the trained recommender systems will be used to
make recommendations for new users or items, whose data is not
even available during the training process. Therefore, how to select
features that are always important among different domains so as to
achieve robust recommendation which performs consistently well
on even non-i.i.d. data is of paramount importance and necessity.
In this paper, we focus on achieving robust factorization machines
for recommendation tasks.

It is well recognized that a reasonable way to achieve a robust
predictive model is to learn the model with causal features, whose
effects on the target variable is insensitive to the shifts among dif-
ferent domains [20, 39]. Generally, there are two different types
of input features for learning a predictive model. One is called
causal features, which are the features that have a causal structural
relationship with the prediction target. Another type of feature
is known as the noisy features, which do not have a causal rela-
tionship with the target variable, but may be correlated with the
causal features or the target variable. The noisy features will not
have any causal effect on the target variable conditioned on all the
causal features. Therefore, the conditional distribution of the target
variable given the causal features keeps invariant across different
domains. In this paper, we consider achieving a robust factorization
machine by selecting causal features to make predictions.

What’s more, different from other machine learning tasks such
as image classification, which usually only need to select a common
set of causal features for all samples, the causal feature selection
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Figure 1: Example of personalized causal feature selection of dif-
ferent users. The shaded features are the selected causal features,
which could be different for different users.

of FMs for recommendation tasks should be personalized. This is
because each user will have personalized preference on features
and thus the causal features of each user can be different, as shown
in Figure.1. Just as an example, for one user, the causal feature for
predicting whether he or she likes a coat may be the coat’s price and
comfort, while for another user, whether the coat is fashionable
and popular may be more important. Therefore, it is important
to consider the personalized preferences of different users when
achieving causal feature selection. The main challenge of detecting
the personalized causal feature of each user is that we usually have
extremely sparse data for training in recommendation scenarios.
And the limited interactions from each user make it difficult to
select user-specific features and feature interactions. To this end,
we learn personalized user embeddings to capture user preferences,
and factorize the coefficients in FM by the product of learned user
embeddings and feature embeddings so that we not only can reduce
the total number of parameters to save computing and storage costs,
but also can leverage the advantage of collaborative filtering.

To select personalized causal features for each user, we need
to estimate the causal effect of each feature on the target variable.
However, the feature space of FMs is usually huge since FMs can
incorporate rich sources of information associated with users or
items such as user interactions, the demographic features of users,
descriptions of items, as well as the context information and sequen-
tial dependencies, etc. What’s more, FMs take feature interactions
into consideration, which also increases the dimensionality of the
feature space. Moreover, there is usually no prior knowledge about
which first- or second-order features have a causal relationship with
the target variable and which features are noisy features. Therefore,
it is infeasible to intervene in each and every first- or second-order
feature to identify its causal effect. Under such considerations, we
take advantage of the idea of confounder balancing [20, 39] to iden-
tify the causal effect of features on the target variable by balancing
the distributions of confounders across different treatment features.
The confounder balancing approach usually learns a weight matrix
to reweight each sample so that FMs can naturally assign a weight
to each first- or second-order feature that can imply the causal
effect of each feature on the target variable, and thus help to select
causal features for achieving robust factorization machine. There
are several causal inference based methods that are proposed to
balance the distributions of confounders across different treatment
levels for identifying the causal effect of features, including the
Markov blankets methods [18, 33], propensity score reweighting
methods [3, 4], and the confounder balancing approach [2, 12], etc.

In this paper, we borrow the idea of the confounder balancing ap-
proach since it is the most suitable to handle the settings of FMs
which usually contain large feature space and sparse input data.

In this paper, we focus on personalized causal feature selection
for FMs to achieve robust recommendations. The proposed method
will help to establish more accurate and stable recommender sys-
tems to better serve the diverse users in various areas such as
e-commerce, social networks, and digital libraries. The key contri-
butions of this paper are as follows:

• We enhance the robustness of FMs for recommendation un-
der the non-i.i.d. setting where the distributions of training
and testing data may be different due to some agnostic bias.

• To achieve our goal, we select causal features for FMs since
their effects on the target variable are insensitive to the
shifts among different domains. Besides, we emphasize that
the causal features selected for recommendation should be
personalized to satisfy users’ different preferences.

• Technically, we propose a personalized feature selection
method for factorizationmachine, and refer to the confounder
balancing approach to push the coefficients of FMs towards
the causal effect of each feature on the target variable.

• We conduct experiments on three real-world datasets with
both shallow and deep FM-based baselines to show the ef-
fectiveness of our method in improving recommendation
accuracy and enhancing robustness in the recommendation.

In the following, we review related work in Section 2. In Sec-
tion 3, we introduce the details of our proposed method Causal
Factorization Machine (CFM). Experimental settings and results are
provided in Section 4. Finally, we conclude this work in Section 5.

2 RELATEDWORK
2.1 Factorization Machine
Factorization Machines (FMs) [35, 36] are popular supervised learn-
ing models which combine the advantages of factorization models
[19] and Support Vector Machines (SVMs) [40]. Due to their great
ability in modeling feature interactions, FMs have been widely used
for feature-based collaborative recommendation.

In recent years, many FM variants have been proposed and
achieved success in recommendation scenarios [11, 13, 31, 47]. Ex-
amples include Field-Aware Factorization Machine [15] which asso-
ciates multiple embedded vectors of a feature to distinguish its in-
teraction with other features of different fields; Sparse Factorization
Machine [32] which aims to learn the sparse feature interactions; as
well as Higher-Order Factorization Machine [5] which trains FMs
with higher-order interactions by an efficient algorithm; Neural
Factorization Machine [13] which combines the linearity of FM in
modeling second-order feature interactions and the non-linearity
of neural networks in modeling higher-order feature interactions;
Attentional Factorization Machine [46] which leverages an atten-
tion network to learn the importance of each feature interaction;
Boosted Factorization Machines [54] which includes contextual
information into FMs for the context-aware recommendation, etc.
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2.2 Feature Selection for Factorization Machine
As FMs can incorporate generous auxiliary data of users or items
for training, and take second-order feature interactions into con-
sideration, the dimensionality of the feature space of FMs is rel-
atively high. It has been shown that not all feature interactions
are useful, and incorporating unnecessary feature interactions may
introduce noise and degrade recommendation performance [8, 9].
Therefore, besides the many variants of FMs, some recent works
also pay attention to the feature interaction selection problem of
FMs. Cheng et al. [9] select feature interaction based on gradient
boosting. Xu et al. [49] propose an efficient interaction selection
approach via sparse FMs by applying group Lasso [61] to feature
embeddings. Mao et al. [29] select context features for context-
aware recommendation with FM based on the predictive power of
features. Chen et al. [8] select personalized feature interactions by a
Bayesian variable selection approach with spike and slab priors. Liu
et al. [23] propose a two-stage automatic feature interaction selec-
tion approach which can automatically identify important feature
interactions for factorization models.

In this work, we consider selecting causal features for FMs to
achieve robust recommendations. Our work is different from previ-
ous feature selection algorithms of FMs in the following aspects:
1) Previous works are proposed under the i.i.d. hypothesis, which
is often impossible to achieve in reality, while our work tries to
improve the generalizability of FMs when selection bias between
training and testing data may exist. 2) The motivation of previous
feature selection works for FMs is to reduce the dimensionality of
the FM feature space so as to save the computing cost as well as
improve the recommendation accuracy by reducing noise, while
our work aims to enhance the robustness of recommendation by
selecting causal features. 3) Some previous works take prior knowl-
edge to select features, e.g., in [8], the authors assume that if some
first-order features are not selected for the FM, then the second-
order interaction of their combinations will neither be selected, so
that they can prune lots of useless features. In contrast, we treat
every feature the same since there is usually no prior knowledge
about which feature is more important. The causal features will be
naturally selected during FM training by obtaining weights that
imply their causal effect on the target once we balance the con-
founders in the predictive model. 4) Previous works usually only
consider selecting second-order features or non-personalized fea-
tures, instead, we consider selecting personalized causal first- and
second-order features for users, which can better capture users’
preferences over different features.

2.3 Robust Factorization Machine
Previous works which aim to enhance the robustness of FMs mainly
focus on the model’s defensive ability against attacks to improve
the adversarial robustness of the model. However, robustness is a
multi-dimensional concept and may have different requirements
for recommender systems. For example, the robustness can be eval-
uated based on the performance variance of the model under the
i.i.d. hypothesis or the non-i.i.d. generalizability of the model [45].
FM models against adversarial perturbations have been studied
recently [24, 34]. Punjabi and Bhatt [34] model the perturbation

when there is data uncertainty through Gaussian or Poisson pertur-
bations on the input signals. Liu et al. [24] consider the situation
where there are noisy training samples by making some labels of
the input features wrong. Liu et al. [27] consider discrete adver-
sarial perturbation on instance features since the considered FM
features are binary. In our work, we focus on improving the model
generalizability of FMs when there exist distributional shifts be-
tween training and testing data since the i.i.d. hypothesis is easily
violated in real applications.

2.4 Causal Inference in Recommendation
Recently, the research community has explored causal learning to
improve recommender systems from several different perspectives
such as: 1) Improving the explainability of recommender systems,
e.g., Ghazimatin et al. [10] generate provider-side counterfactual
explanations by finding a minimal set of user’s historical actions
which if removed can lead to a change of the recommendation; Tan
et al. [41, 42] and Xu et al. [51] propose counterfactual explainable
recommendation which is able to formulate the complexity and
strength of explanations, and seek simple and effective explanations
for the model decision. 2) Improving the fairness of recommender
systems:, e.g., Li et al. [22] achieve personalized counterfactual
fairness in the recommendation for users. 3) Mitigating data bias
in recommender systems: e.g., Schnabel et al. [38] provide a prin-
cipled framework to handle selection biases by adapting models
and estimation techniques from causal inference. Liu et al. [25] and
Zhang et al. [57] solve the bias problems in recommendation based
on counterfactual learning to enable uniform data modeling. Xu
et al. [50, 52] propose causal collaborative filtering and provide a
general framework for modeling counterfactual reasoning in the
recommendation. 4) Improving recommendation performance, e.g.,
Wang et al. [44] and Xiong et al. [48] proposed causal data aug-
mentation based on counterfactual reasoning for recommendation.
In this work, we aim to achieve robust FMs by selecting causal
features.

3 CAUSAL FACTORIZATION MACHINE
In this section, we introduce the Causal Factorization Machine
(CFM) proposed for the robust recommendation. We first introduce
factorization machines (FMs) and how we can capture the person-
alized preference of users in the framework of FMs. After that, we
introduce how to select personalized causal features of FMs based
on observational data through balancing confounders.

3.1 Factorization Machine
Factorization machines [35, 36] are generic supervised learning
models which were originally proposed for the feature-based col-
laborative recommendation. In recommendation task, FMs predict
users’ preferences on items based on their feature vectors 𝒙 ∈ R𝑛 ,
where 𝒙 is a given real-valued feature vector with 𝑛 features. FMs
estimate the target variable by modeling all features as well as the
second-order interactions between each pair of features. A general
formulation for FMs is shown below:

𝑦 (𝒙) = 𝑤0 +
𝑛∑︁
𝑖=1

𝑤𝑖𝑥𝑖 +
𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=𝑖+1

𝑤𝑖 𝑗𝑥𝑖𝑥 𝑗 (1)
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where𝑤0 models the global bias;𝑤𝑖 models the first-order feature
and denotes the weight of the 𝑖-th feature for estimating the target;
and𝑤𝑖 𝑗 models the second-order feature interaction between fea-
ture 𝑖 and 𝑗 , and denotes the weight of the cross feature 𝑥𝑖𝑥 𝑗 for
estimating the target. 𝑥𝑖 ∈ 𝒙 is the 𝑖-th feature of 𝒙 and 𝑦 (𝒙) is the
predicted rating for 𝒙 . The learned 𝑦 (𝒙) can be applied to a variety
of prediction tasks such as regression tasks, classification tasks as
well as ranking and recommendation tasks. To learn the weight of
second-order features, FMs factorize it as 𝑤𝑖 𝑗 =

〈
v𝑖 , v𝑗

〉
= v𝑇

𝑖
v𝑗 ,

rather than learning each individual interaction parameter 𝑤𝑖 𝑗 ,
where v𝑖 ∈ R𝑑 is the embedding of feature 𝑖 with dimension 𝑑 .
This is the key point to estimate high quality weight parameters
for second-order interactions under sparse data [35].

Eq.(1) shows that FMs associate a weight for each first- and
second-order feature, and predict the target through the weighted
sum of all features. The weights of features are learned based on
their correlation with the target variable in the training data. How-
ever, recent works have shown that the spurious correlation be-
tween noisy features and target variable is a major cause of the accu-
racy drop of current models under distribution shifts [1, 21, 28, 56].
The spurious correlations are intrinsically caused by the subtle cor-
relations between noisy features and causal features. Therefore, to
enhance the robustness of FMs, it is necessary to eliminate the spu-
rious correlation by selecting causal features. In this work, we do
not incorporate additional parameters for causal feature selection,
but require the weight of each first- and second-order feature to
imply its causal effect on estimating the target variable, so that the
causal features can be directly selected through obtaining higher
weights and thus help to enhance the robustness of FMs.

3.2 Personalized Factorization Machine
To select causal features in recommendation scenario, we need to
consider the personalized preference of different users for features.
However, the feature weights in FMs are global, which means that
FMs consider the effect of each feature on the target variable as the
same for different users. Although we see that if we take user ID
as input features, the FM in Eq.(1) can capture personalization by
involving a bias for each user, it still fails to personalize second-
order features. Besides, only considering a bias parameter for each
user is not enough for estimating personalized causal effect of each
feature on the target variable. To achieve our goal, we reformulate
Eq.(1) as a personalized FM by introducing personalized feature
parameters as the following:

𝑦𝑢 (𝒙) = 𝑤𝑢 +
𝑛∑︁
𝑖=1

𝑤𝑢𝑖𝑥𝑖 +
𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=𝑖+1

𝑤𝑢𝑖 𝑗𝑥𝑖𝑥 𝑗 (2)

where𝑤𝑢 is the personalized bias of user𝑢;𝑤𝑢𝑖 and𝑤𝑢𝑖 𝑗 reflect the
preferences of user 𝑢 over first- and second-order feature interac-
tions. However, it is infeasible to directly estimate the parameters in
Eq.(2) since we usually need to face extreme sparse settings in rec-
ommendation task, and there is usually not enough data to achieve
high quality estimation for personalized coefficients. Therefore,
inspired by the factorization models, we break the independence
of the parameters by factorizing them through user embeddings
and feature embeddings. By factorizing the parameters, we not
only can reduce the total number of parameters to save computing

and storage costs, but also can leverage the advantage of collabo-
rative filtering since the data for one interaction can also help to
estimate the parameters for related interactions. We formulate the
personalized FMs by Eq.(3):

𝑦𝑢 (𝒙) = 𝑤𝑢 +
𝑛∑︁
𝑖=1

⟨u, v𝑖 ⟩ 𝑥𝑖 +
𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=𝑖+1

〈
u, v𝑖 ⊙ v𝑗

〉
𝑥𝑖𝑥 𝑗 (3)

Here, we learn a user embedding u ∈ R𝑑 for each user to capture
user preferences, and a feature embedding v ∈ R𝑑 for each feature
to capture feature characters. The𝑤𝑢𝑖 is factorized by the product of
user embedding and feature embedding of 𝑖-th feature; while𝑤𝑢𝑖 𝑗

is factorized by the product of user embedding as well as the feature
embeddings of the 𝑖- and 𝑗-th features. Here, v𝑖⊙v𝑗 is the Hadamard
product of the feature embeddings v𝑖 and v𝑗 . Now the coefficients
in FMs can reflect the user’s personalized preference. The next
problem is how to make the weight of each feature represent its
causal impact on the target variable so as to achieve causal feature
selection.

3.3 Causal Feature Selection
To identify causal features, the most important problem is how to
estimate their causal effects on the target variable. It is well known
that conducting randomized experiments is the gold standard for
recognizing the causal effect of a variable. However, it is usually
impractical to achieve randomized experiments in real cases due
to its expensive cost and the hurt to user experience. Therefore, it
is necessary to estimate the causal effect of the input features on
the target variable directly from observational data. However, the
idea of randomized experiments is still instructive. In randomized
experiments, the causal effect of treatment variables can be easily
estimated since all the confounding variables have been controlled.
Therefore, in this work, we refer to the confounder balancing ap-
proach [2, 12, 20, 39] for estimating the causal effect of features
based on observational data.

The techniques of confounder balancing are usually used to esti-
mate the causal effect of variables based on only observational data.
In observational studies, the treatment is usually not randomly as-
signed due to some agnostic bias, and the distributions of covariates,
i.e., all the variables affecting both the treatment and the outcome,
are different between treatment and control groups. Therefore, to
precisely estimate causal effects under such a setting, the distribu-
tions of confounders between treatment and control groups need
to be balanced to correct agnostic bias. To balance the distributions
of confounders, most of the confounder balancing methods choose
to directly balance the moments of confounders since moments can
uniquely determine a distribution, and balancing the moments be-
tween treatment and control groups can be conducted by adjusting
sample weights𝑾 as follows [2, 12]:

𝑾 = argmin
𝑾

∥𝑀𝑇=1 (𝑾 ) −𝑀𝑇=0 (𝑾 )∥22

= argmin
𝑾

∑𝑖:𝑇𝑖=1𝑊𝑖 · X𝑖∑
𝑖:𝑇𝑖=1𝑊𝑖

−
∑
𝑖:𝑇𝑖=0𝑊𝑖 · X𝑖∑

𝑖:𝑇𝑖=0𝑊𝑖

2
2

(4)

Here,𝑾 is the weights for sample reweighting. 𝑇 is a treatment
variable.𝑀𝑇=1 (𝑾 ) represents the first-order moments of variables
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X on treatment (𝑇 = 1) group, while𝑀𝑇=0 (𝑾 ) represent the first-
order moments of variables 𝑿 on control (𝑇 = 0) group. Once we
balance the distributions of confounders and reweight samples by
𝑾 learned from Eq.(4), the correlation between a treatment and
outcome variable can now imply the causal effect of the treatment
on the outcome variable, and we can take the average difference of
the outcome variable 𝑌 between treatment and control groups as
the causal effect of treatment variable 𝑇 on 𝑌 .

As there is usually no prior knowledge of the causal structure of
input variables in FMs, we have to treat every feature as a treatment
variable and estimate its causal effect on the outcome. When we
treat one feature as treatment, the other features are considered
as confounders [12]. In this paper, we take the unconfoundedness
assumption [37] that there are no unobserved confounders, i.e., all
the covariates affecting both the treatment and the outcome are ob-
served and can be controlled. And the distribution of treatment and
outcome are independent when conditioned on the observed vari-
ables. Therefore, we can estimate the causal effect of each feature
from observational data by adequately controlling all covariates.

Specifically, suppose the input matrix for FMs is 𝑿 , where every
row of 𝑿 is a training sample, and every column of 𝑿 is a feature.
To identify the causal contribution of the 𝑗-th feature 𝑿 ·, 𝑗 , we
treat the feature 𝑿 ·, 𝑗 as a treatment variable, the label 𝒀 as the
outcome variable, and all the remaining features 𝑿 ·,−𝑗 = 𝑿\𝑿 ·, 𝑗 as
confounders. To identify the causal effect of a treatment feature, we
need to remove the confounding bias between the treatment and
control groups induced by all the confounders 𝑿 ·,−𝑗 , so that the
correlation between 𝑿 ·, 𝑗 and label 𝒀 represents the causal effect of
𝑿 ·, 𝑗 on 𝒀 , and the causal features are naturally selected by obtaining
higher weights during the learning process.

3.4 Learning Objective
To select causal features for FMs, we need to take every first- and
second-order feature as treatments. Therefore, for estimating the
causal effects of all features, we need to learn a global sample weight
that balances the distributions of confounders between treatment
and control group for every treatment feature [20, 39]. In this work,
without loss of generality, we consider all the features as binary
since the features of FMs are usually discrete [27], and continuous
or categorical features can be easily converted to binary features by
one-hot encoding. Therefore, we can assign each sample to either
treatment group or control group according to the value of the
treatment feature, i.e., if the treatment feature takes the value of
1 in a sample, then the sample is a treatment sample, otherwise,
it is a control sample. The global sample weight is learned by the
following loss:

𝑾 = argmin
𝑾

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=𝑖

𝑿𝑇
·,−𝑖 𝑗 ·

(
𝑾 ⊙ 𝑿 ·,𝑖 𝑗

)
𝑾𝑇 · 𝑿 ·,𝑖 𝑗

−
𝑿𝑇

·,−𝑖 𝑗 ·
(
𝑾 ⊙

(
1 −𝑿 ·,𝑖 𝑗

) )
𝑾𝑇 ·

(
1 −𝑿 ·,𝑖 𝑗

) 2
2

(5)
where𝑾 ∈ R𝑚×1 is the global sample weights for balancing con-
founders. 𝑿 ·,𝑖 is the 𝑖-th feature, i.e. the 𝑖-th column of 𝑿 , and 𝑿 ·,𝑖 𝑗
refers to the second-order feature interacted by the 𝑖-th and 𝑗-th
features, i.e., 𝑿 ·,𝑖 𝑗 = 𝑿 ·,𝑖 · 𝑿 ·, 𝑗 . Note that as features are binary,
𝑿 ·,𝑖 = 𝑿 ·,𝑖𝑖 = 𝑿 ·,𝑖 · 𝑿 ·,𝑖 . Therefore, the first-order features are
also considered into Eq.(5). 𝑿 ·,−𝑖 𝑗 = 𝑿\𝑿 ·,𝑖 𝑗 represents all the re-
maining features except for 𝑿 ·,𝑖 𝑗 . Eq.(5) represents the total loss

of confounder balancing when setting every feature as treatment
variable.

FMs can be applied to a variety of prediction tasks including
regression, classification and ranking with different objective func-
tions. In this work, we simply take the square loss as follows to
predict whether a user will interact with an item, and optimize the
objective function by stochastic gradient descent:

𝐿 =
∑︁
𝒙∈T

(
𝑦 (𝒙) − 𝑦 (𝒙)

)2 (6)

where T denotes the set of training instances. For the learning
objective of CFM, we integrate the confounder balancing regularizer
and the square loss to jointly optimize the sample weights𝑾 and
the personalized FMs coefficients 𝜽 = {𝑤𝑢 ,𝑤𝑢𝑖 ,𝑤𝑢𝑖 𝑗 }:

min
∑𝑚
𝑘=1𝑊𝑘 ·

(
𝑦𝜽 (𝑿𝑘, ·) − 𝑦𝜽 (𝑿𝑘, ·)

)2
s.t.

∑𝑛
𝑖=1

∑𝑛
𝑗=𝑖

𝑿𝑇
·,−𝑖 𝑗 ·(𝑾 ⊙𝑿 ·,𝑖 𝑗 )
𝑾𝑇 ·𝑿 ·,𝑖 𝑗

−
𝑿𝑇

·,−𝑖 𝑗 ·(𝑾 ⊙(1−𝑿 ·,𝑖 𝑗 ))
𝑾𝑇 ·(1−𝑿 ·,𝑖 𝑗 )

2
2
≤ 𝜖1

∥𝜽 ∥22 ≤ 𝜖2,𝑾 ≥ 0, ∥𝑾 ∥22 ≤ 𝜖3,
(∑𝑚

𝑘=1𝑾𝑘 − 1
)2

≤ 𝜖4
(7)

where𝑚 is the number of samples, 𝑛 is the number of first-order
features, 𝑿𝑘, · is the 𝑘-th row of the input matrix 𝑿 . The norm
∥𝜽 ∥22 ≤ 𝜖2 is to avoid overfitting. The term𝑾 ≥ 0 requires each
of the sample weights to be non-negative. The norm ∥𝑾 ∥22 ≤ 𝜖3 is
to reduce the variance of the sample weights. The last constraint( ∑𝑚

𝑘=1𝑾𝑘 − 1
)2 ≤ 𝜖4 aims to guarantee that the model will not

converge to the naive solution where all the sample weights are
learned to be zero [39].

4 EXPERIMENT
In this section, we conduct experiments to answer the following
research questions:

• RQ1: Can CFM boost the performance of factorization ma-
chines based on personalized causal features selection?

• RQ2: Can we enhance the robustness of factorization ma-
chines based on CFM under the non-i.i.d. setting when there
are agnostic bias between training and testing data?

• RQ3: Is it necessary to consider personalized preference of
users when selecting causal features in recommendation?

In the following subsections, we will first introduce the exper-
imental settings such as the data we use and the baseline models
for performance comparisons. After that, we will provide detailed
analysis to the experimental results.

4.1 Dataset
We evaluate the proposed model based on three publicly available
datasets. Each dataset contains user-item interactions together with
features on both user and item side. For quality and efficiency
consideration, we sample denser and smaller datasets from the
original data for our experiments.

RentTheRunWay1. This dataset is introduce in [30]. It comes
from a website that allows women to rent clothes for various pur-
poses. It contains features such as user ratings, product categories,

1https://cseweb.ucsd.edu/ jmcauley/datasets.html
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catalog sizes, users’ measurements, etc. It contains 832 users, 1,299
items and 10,974 interactions.

Post2. This is a Kaggle dataset which includes the posts that each
user has viewed in social network for post recommendation. The
goal is to predict the posts that each user will potentially interact
with in the future. It contains user-side features such as gender
and academics (undergraduate or graduate), which are two binary
features. On item-side it contains item category information which
is a 20-class feature. It contains 468 users, 1,371 items and 22,882
interactions.

MovieLens3. This is a movie recommendation dataset which con-
tains user-item interactions, user ratings, user profile information
as well as movie features. Each user has gender, age and occupation
as the user features, where gender is a binary feature, occupation
is a 21-class feature, and for age, users are assigned into 7 groups
based on their age range. Each movie has 20 genres, which are 20 bi-
nary features. The year information of the movies is mapped into 18
categories. It contains 809 users, 920 movies and 16,941 interactions.

The range of user ratings in the RentTheRunWay dataset is from
2 to 10. Following [30], we convert the user ratings into binaries
by mapping the ratings that are greater or equal than eight to 1
and that are lower or equal than seven as well as those unobserved
interactions to 0. The range of user ratings in the MovieLens dataset
is from 1 to 5. Similarly, we map the ratings greater or equal than
three to 1 and the rest to 0. The Post dataset contains implicit
feedback, which means that we only have 1’s in the dataset. To
train the models, we couple each positive user-post pair with one
sampled negative pair. This negative sample is extracted from the
posts that the user has never interacted before [13]. We conduct
leave-one-out [7, 16] for train-validate-test construction, i.e., we
randomly sample one interaction from each user to create the test
set, sample another one for the validation set, and the remaining
interactions are used as the training set.

4.2 Baselines
To evaluate the effectiveness of our proposed model, we select sev-
eral representative factorization machine models for comparison.

• FM [35]: The FactorizationMachine (FM)model, which lever-
ages second-order feature interactions for prediction.

• DeepFM [11]: This work ensembles deep neural network
for feature learning and the power of factorization machine
for recommendation tasks.

• FNFM [55] Field-awareNeural FactorizationMachines, which
uses deep neural network to capture higher-order feature
combinations.

• AFM [46]: Attentional Factorization Machine, which ex-
tends FM by using attention mechanism to distinguish the
importance of second-order cross features. AFM incorpo-
rates additional attentive weights for selecting useful feature
interactions based on i.i.d. assumption.

2https://www.kaggle.com/vatsalparsaniya/post-pecommendation
3https://grouplens.org/datasets/movielens/

4.3 Evaluation Methods
We evaluate the performance of the models under the Top-𝐾 rec-
ommendation tasks. We consider standard metrics including Nor-
malized Discounted Cumulative Gain (NDCG@𝐾 ) and the Hit ratio
(Hit@𝐾 ) scores to evaluate the recommendation quality [14]. Both
of the two metrics are the higher the better. In the following, we
take the abbreviations N@𝐾 and H@𝐾 to represent NDCG@𝐾
and Hit@𝐾 respectively. Since computing the user-item pairwise
scores for each user over the entire item space for ranking is quite
inefficient, we conduct negative sampling for evaluation instead
[58]. For each user, we randomly select 100 negative samples that
the user has never interacted with. These negative items are put
together with the positive item in the validation or test set to consti-
tute the user’s candidates list [6, 7, 58]. Then the metric scores are
computed over this candidates list to evaluate the recommendation
model’s Top-𝐾 ranking performance. The result of all metrics in our
experiments are averaged over all users. To ensure the reliability,
all metric scores in the result tables are the average of ten random
experiments.

4.4 Experimental Settings
To reasonably evaluate the model performance, we tune the hyper-
parameters of all the models to get their best performance based
on the validation set. For our personalized causal feature selection
model CFM, we set the size of user embedding and feature embed-
ding to 64. For FM and AFM, the feature embedding and attention
hidden vector dimensions are also set to 64. For DeepFM, the em-
bedding and hidden state dimensions are set to 64, which gives its
best performance. The drop rate for AFM and DeepFM is set to 0.2.
For FNFM, the embedding size is set to 4 and the neural network
hidden size is 64.

We set the hyper-parameters in Eq.(7) as follows: the 𝜖1, which is
for achieving confounder balancing, is set to 0.1; to avoid overfitting,
we apply ℓ2 regularization on the parameters of CFM and set 𝜖2
to 10−4. and the ℓ2 regularization is also applied to all baseline
models with the same hyper-parameter; the 𝜖3 and 𝜖4, which are
for reducing the variance of the sample weights and avoiding the
naive solutions, are set to 1. The learning rate is set to 0.001. We
conduct batch training by setting the size of each batch to 256. We
apply Adam [17] as the optimization algorithm to update the model
parameters.

4.5 RQ1: Recommendation Accuracy of CFM
First, we study the question of whether CFM can achieve better
recommendation accuracy than the baseline models under the i.i.d.
setting. We directly test the model performance on the testing
set which is generated by a random leave-one-out setting. The
experimental results of all the models on three datasets are shown
as the overall results in Table.1-3, respectively. From the results,
we can see that CFM achieves the best Hit Ratio and NDCG on all
three datasets except for the H@5 on MovieLens. However, we can
see later that although FNFM achieves better H@5 on MovieLens,
it is less robust on this dataset than CFM. The results show that
it is effective to consider personalized causal feature selection in
CFM even under the i.i.d. setting.
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Table 1: The recommendation performance of our CFM method and baselines on the overall testing data, as well as multiple subgroups with
different selection bias on the RentTheRunWay dataset. The subgroups are selected according to different selection bias with respect to the age
of users. The results are reported in percentage (%). The evaluation metrics here are calculated based on the top-10 predictions in the test set.
The best results are highlighted in bold.

FM DeepFM FNFM AFM CFM

H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5

Overall 2.67 4.29 1.85 2.52 2.97 4.80 2.10 2.85 2.70 4.86 1.94 2.82 2.55 4.41 1.76 2.51 4.14 6.65 3.15 4.17
G1 2.65 3.96 1.81 2.35 3.61 5.65 2.48 3.30 2.65 4.65 1.89 2.71 2.04 3.87 1.44 2.18 4.87 7.26 3.73 4.71
G2 2.46 4.24 1.72 2.46 2.76 4.44 1.99 2.69 2.58 4.74 1.89 2.78 2.61 4.44 1.77 2.52 3.77 6.33 2.84 3.88
G3 3.12 4.78 2.16 2.84 2.67 4.52 1.89 2.65 3.02 5.33 2.10 3.03 3.02 4.98 2.10 2.89 4.02 6.59 3.09 4.13
DR 37.09 29.52 39.50 32.24 29.84 16.76 32.28 23.26 28.28 17.86 26.83 17.68 36.69 22.51 35.71 24.44 15.65 11.50 18.51 13.95

Table 2: The recommendation performance of our CFM method and baselines on the overall testing data, as well as multiple subgroups with
different selection bias on the Post dataset. The subgroups are selected according to different selection bias with respect to the academic level
of users. The results are reported in percentage (%). The evaluation metrics here are calculated based on the top-10 predictions in the test set.
The best results are highlighted in bold.

FM DeepFM FNFM AFM CFM

H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5

Overall 2.48 3.91 1.78 2.38 2.74 4.79 1.93 2.78 2.91 4.91 2.01 2.83 2.80 4.66 1.97 2.73 3.70 6.24 2.71 3.74
G1 2.60 3.48 1.97 2.33 2.47 4.45 1.67 2.49 2.55 4.10 1.78 2.41 2.60 4.36 1.82 2.54 3.52 5.46 2.63 3.39
G2 2.36 4.31 1.61 2.52 2.99 5.10 2.18 3.06 3.24 5.68 2.21 3.22 2.99 4.94 2.11 2.90 3.86 6.97 2.78 4.07
DR 29.05 21.41 29.81 19.89 21.46 24.15 24.57 25.64 21.21 18.57 22.82 19.39 21.95 17.99 25.11 19.49 16.12 18.79 13.19 15.73

Table 3: The recommendation performance of our CFM method and baselines on the overall testing data, as well as multiple subgroups with
different selection bias on theMovieLens dataset. The subgroups are selected according to different selection bias with respect to the age of
users. The results are reported in percentage (%). The evaluation metrics here are calculated based on the top-10 predictions in the test set. The
best results are highlighted in bold.

FM DeepFM FNFM AFM CFM

H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5 H@3 H@5 N@3 N@5

Overall 3.68 6.13 2.67 3.66 4.09 7.09 2.92 4.26 5.68 9.22 4.08 5.52 3.41 5.15 2.50 3.21 6.16 9.13 4.66 5.91
G1 3.84 6.72 2.86 4.05 3.65 6.72 2.58 3.89 5.61 9.17 4.04 5.48 3.28 5.30 2.49 3.32 6.64 9.60 5.02 6.22
G2 3.56 5.64 2.45 3.29 4.50 7.78 3.22 4.65 4.82 8.32 3.45 4.88 3.02 4.63 2.23 2.88 6.64 9.20 5.12 6.18
G3 3.46 5.67 2.50 3.40 4.38 7.11 3.20 4.37 6.17 9.71 4.43 5.89 3.73 5.23 2.65 3.26 5.39 8.60 4.03 5.33
DR 29.04 20.24 29.80 24.23 27.22 18.36 27.60 20.44 22.36 19.22 24.71 21.23 42.69 28.87 44.64 32.90 21.30 14.39 23.24 18.59

4.6 RQ2: Robustness of CFM
Next, we study whether CFM can enhance the robustness of FMs
for the Top-𝐾 recommendation task. In this paper, we consider
improving the generalizability of the model when there is selection
bias between the training and testing sets. Here in our paper, the se-
lection bias between training and testing data refers to the agnostic
bias when collecting data so that the distributions of training and
testing sets are different [20, 39]. To create distributional shifts be-
tween the training and testing data, we select multiple subsets from
the testing set according to different selection biases with respect
to different personal features of the users. In the RentTheRunWay
dataset, we split the testing data into 3 subsets according to users’
age, including Group 1 (G1): Age ∈ [0, 30), Group 2 (G2): Age
∈ [30, 40) and Group 3 (G3): Age ∈ [40,∞). In the Post dataset, we
split the testing data into 2 subsets according to users’ academic
level, including Group 1 (G1): Undergraduate and Group 2 (G2):

Graduate. In the MovieLens dataset, we also split the testing data
into 3 subsets according to users’ age. Different from the Rent-
TheRunWay dataset where we can directly group users by age, in
the MovieLens dataset, the age groups are already created by the
original data, and the age of users are given by a 7-class categorical
feature. We group the first three categories as Group 1 (G1) which
contains users of the Age ∈ [0, 35), the fourth and fifth categories
as Group 2 (G2) which contains users of the Age ∈ [35, 50), and the
last two categories as Group 3 (G3) which contains users of the Age
∈ [50,∞). We test the performance of the models not only on the
overall testing set but also on each of these subsets which contain
different selection biases.

To evaluate the robustness of models, we refer to the drop rate
introduced in [45]. The drop rate (DR) evaluates the drop rate
between the recommendation performance 𝑃𝑁 on the non-i.i.d. test
set (which is usually lower) and the recommendation performance
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Table 4: The recommendation performance of FM, balanced FM
(B-FM), and our CFM method on the overall testing data, as well
as multiple subgroups with different selection bias with respect to
user age on RentTheRunWay dataset. The results are reported in
percentage (%). The evaluation metrics here are calculated based on
the top-10 predictions in the test set. The best results are highlighted
in bold.

Model Group H@3 H@5 N@3 N@5

FM Overall 2.67 4.29 1.85 2.52
G1 2.65 3.96 1.81 2.35
G2 2.46 4.24 1.72 2.46
G3 3.12 4.78 2.16 2.84
DR 37.09 29.52 39.50 32.24

B-FM Overall 2.76 4.50 1.93 2.64
G1 2.69 4.00 1.82 2.35
G2 2.63 4.54 1.87 2.65
G3 3.12 4.98 2.18 2.94
DR 24.10 17.85 26.75 19.39

CFM Overall 4.14 6.65 3.15 4.17
G1 4.87 7.26 3.73 4.71
G2 3.77 6.33 2.84 3.88
G3 4.02 6.59 3.09 4.13
DR 15.65 11.50 18.51 13.95

𝑃𝐼 on the i.i.d. test set (which is usually higher). This is defined as:

𝐷𝑅 =
𝑃𝐼 − 𝑃𝑁
𝑃𝐼

where the recommendation performance 𝑃 can be any effectiveness
evaluation metric such as Hit Ratio and NDCG. Here, since we
have multiple subsets with different selection biases, we show the
drop rate under the worst case, i.e., we calculate the drop rate of
the model based on the overall testing performance and the worst
performance on the subsets as the following:

𝐷𝑅 =
𝑃Overall −min𝐺 ∈Groups (𝑃𝐺 )

𝑃Overall

We test the model performance of baselines and CFM on all the
testing sets, compute the drop rate of all the evaluation metrics and
show the results on three datasets in Table.1, Table.2, and Table.3,
respectively. To ensure reliability, all metric scores including drop
rates in the tables are the average of ten random experiments. We
can see that, in general, the baseline models have a significant drop
rate which shows the lack of robustness of current representative
FM models. For the performance of CFM, on the RentTheRunWay
and MovieLens datasets, CFM achieves the smallest drop rate on
all the evaluation metrics. For the Post dataset, CFM achieves the
best drop rate on most of the evaluation metrics except for H@5.
Although FNFM and AFM achieve a lower drop rate on H@5, we
can see that CFM achieves better H@5 than FNFM and AFM on not
only the overall testing set but also on G1 and G2. This is because
the causal weights of CFM are more insensitive to the distributional
shifts induced by selection bias, while correlation-based methods
tend to be more unstable under such scenarios. In summary, we
can see that CFM is effective for enhancing the robustness of FMs

for the Top-𝐾 recommendation task when there are distributional
shifts between the training and testing data.

4.7 RQ3: Effect of Personalized Consideration
To study the necessity of taking users’ personalized preferences
into consideration when selecting causal features, we directly bal-
ance the confounders for training FM (which does not consider
personalized feature selection) and get the results of balanced FM
(B-FM) in Table.4. Intuitively, B-FM still conducts causal feature
selection, but in a global way, i.e., the selected causal features for
all users are the same. We can see that by comparing the results
of FM, B-FM, and CFM, the CFM model achieves the best overall
performance and robustness. Moreover, we can see that although it
is not as good as CFM, directly balancing confounders on FM can
help to enhance the robustness of FM, however, it is not effective to
improve the recommendation performance as the recommendation
accuracy of FM and B-FM are very close. This is because directly
balancing the confounders on FM is actually trying to select the
global causal features for all users. However, since users have per-
sonalized preferences on features, the causal effect of each feature
on the target label may be different for each user. As a result, force-
fully selecting global causal features will not help to improve the
performance since the learned model is not suitable for any user but
just trying to accommodate the majority. Therefore, it is necessary
to consider the personalized preferences of users when selecting
causal features for FMs.

5 CONCLUSIONS
In this paper, we focus on improving the robustness of factorization
machines for recommendation tasks under the non-i.i.d. setting
where distributional shifts may exist between the training and test-
ing set due to some selection bias. To this end, we select causal
features for FMs since the effects of causal features on the tar-
get variable are insensitive to the shifts across different domains.
Furthermore, we show that the causal features selected for the
recommendation task should be personalized to satisfy users’ dif-
ferent preferences, which is different from other machine learning
tasks such as image classification which select a global set of causal
features for a predictive model. Therefore, we introduce a person-
alized causal feature selection method for FMs. We first propose
a personalized factorization machine by incorporating personal-
ized coefficients for capturing users’ personalized preferences on
features. To achieve high-quality estimation for personalized coef-
ficients, we factorize them through user embeddings and feature
embeddings to take advantage of collaborative learning. After that,
we refer to confounder balancing to balance the confounders for
every treatment feature, so that the learned weight of each feature
in FMs represents its causal effect on the target variable. We con-
duct experiments on three real-world datasets and compare our
method with both shallow and deep FM-based models to show the
effectiveness of our method in enhancing the robustness of recom-
mendations as well as improving the recommendation accuracy.
The limitation of the work lies in the efficiency of the constrained-
based optimization method when the number of features is huge. In
the future work, we will work to propose a more efficient method
for causal feature selection in the recommendation.
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