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ABSTRACT
As a highly data-driven application, recommender systems could

be affected by data bias, resulting in unfair results for different data

groups, which could be a reason that affects the system performance.

Therefore, it is important to identify and solve the unfairness issues

in recommendation scenarios.

In this paper, we address the unfairness problem in recommender

systems from the user perspective. We group users into advantaged

and disadvantaged groups according to their level of activity, and

conduct experiments to show that current recommender systems

will behave unfairly between two groups of users. Specifically, the

advantaged users (active) who only account for a small proportion

in data enjoy much higher recommendation quality than those

disadvantaged users (inactive). Such bias can also affect the overall

performance since the disadvantaged users are the majority. To

solve this problem, we provide a re-ranking approach to mitigate

this unfairness problem by adding constraints over evaluation met-

rics. The experiments we conducted on several real-world datasets

with various recommendation algorithms show that our approach

can not only improve group fairness of users in recommender sys-

tems, but also achieve better overall recommendation performance.

CCS CONCEPTS
• Information systems→ Recommender systems; • Comput-
ing methodologies → Artificial intelligence.

KEYWORDS
Recommendation System; Fairness; Re-ranking; AI Ethics

ACM Reference Format:
Yunqi Li, Hanxiong Chen, Zuohui Fu, Yingqiang Ge, and Yongfeng Zhang.

2021. User-oriented Fairness in Recommendation. In Proceedings of the Web
Conference 2021 (WWW ’21), April 19–23, 2021, Ljubljana, Slovenia. ACM,

New York, NY, USA, 9 pages. https://doi.org/10.1145/3442381.3449866

1 INTRODUCTION
Recently, there has been growing attention on fairness considera-

tions in machine learning community, including classification tasks
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Figure 1: (a) Original results show the significant performance dif-
ference between advantaged and disadvantaged groups in F1@10;
(b) Fairer performance between two groups and better overall per-
formance achieved from our fair re-ranking method. The results
here were obtained by controlling the difference of F1@10 between
the two groups by less than a quarter of the original.

[12, 31, 40, 44] and ranking tasks [8, 38, 39, 43], etc. Recommen-

dation algorithms can usually be considered as a type of ranking

algorithm. However, the ranking problem usually only considers

fairness issue from the perspective of items, while the concept of

fairness in recommender systems has been extended to multiple

stakeholders [9], i.e., the unfairness issue should be considered not

only from items or providers side, but also ought to be taken care

of from the user side. Comparing with the sufficient work about

solving the discrimination from items side in recommendations

[2, 3, 5, 21], algorithmic bias existing on the user side has been

rarely studied.

In this paper, we consider unfairness issues between different

group of users regarding recommendation performance in commer-

cial recommendation scenarios. The unfairness could result from

the data imbalance. Researchers have shown that recommender

systems may suffer from the item popularity bias, i.e., the popular

items can get more exposure than those unpopular ones in recom-

mendations [33]. The underlying mechanism is that popular items

will gain more visibility when training the recommendation model

due to their sufficient data, and thus the model may be biased to or

even dominated by these items.

The data imbalance and algorithmic bias problem that exists on

the item side also exists on the user side. Specifically, users who

interact with the platform more actively will contribute more suf-

ficient data than those less active users when training the model.

Due to the fundamental idea of collaborative filtering in most rec-

ommendation algorithms, this would lead to the problem that the

trained recommender systems would be biased towards or even

https://doi.org/10.1145/3442381.3449866
https://doi.org/10.1145/3442381.3449866


WWW ’21, April 19–23, 2021, Ljubljana, Slovenia Yunqi Li, Hanxiong Chen, Zuohui Fu, Yingqiang Ge, and Yongfeng Zhang

dominated by those more active users. As a result, the users with

less activity are more likely to receive unsatisfied recommendation

results. This will give rise to the unfair treatment between user

groups with different activity levels. Here we call such recommen-

dation performance disparity between more and less active user

groups as unfairness, since it is caused by the bias that exists in

data and the algorithmic bias in some recommendation algorithms.

What’s more, such unfairness issue can also be a reason of the sys-

tem’s overall performance degradation since those less active users

play the majority portion in most cases. Therefore, it is essential to

pay attention to the majority of the less active users so that they

can enjoy more satisfactory recommendation experience, and thus

improve the overall recommendation quality.

To capture users’ activity level, we explore three grouping meth-

ods through observable information to distinguish users into dif-

ferent activity level, including their number of interactions; total

consumption capacity (i.e., the accumulative price the user con-

sumed); and maximum consumption level (i.e., the maximum price

of items that the user bought). We label those more active users

as advantaged group, while the remaining users as disadvantaged

group. The reason for exploring these three methods is that we

believe the difference of user interactions and consumption power

will reflect their different activity level in a reasonable manner, since

usually users who interact with the e-commerce platform more ac-

tively will tend to make more purchases, show higher consumption

capacity, and have greater consumption budget. We conduct data-

driven analysis to explore the performance of some shallow or deep

recommender systems on several Amazon datasets under the three

grouping methods. Specifically, we discover that the user distribu-

tion is more concentrated in the area with fewer interactions or

lower consumption, while the advantaged users—who only account

for a very small proportion of users in data—enjoy significantly

higher recommendation quality than those disadvantaged users, as

well as the overall recommendations performance. To solve such

unfairness issue, we provide a framework based on re-ranking with

fairness constraints to mitigate the performance disparity.

In summary, we aim at mitigating the unfairness of recommen-

dations from the user perspective in this paper. We differentiate

users into advantaged and disadvantaged groups in commercial

recommendation systems according to their level of activity, and

find that disadvantaged users are more likely to receive unsatisfied

recommendations because of their insufficient training data com-

pared with advantaged users. To address the unfairness problem

above, we provide a re-ranking method with user-oriented group

fairness constrained on the recommendation lists generated from

any base recommender algorithm. The re-ranking strategy helps to

mitigate the recommendation performance bias by taking advan-

tage of making no assumptions of the underlying recommendation

model, and offering the model-agnostic flexibility. Our experiments

on three Amazon datasets with different types of shallow or deep

recommendation algorithms show that our method is not only able

to reduce unfairness between two user groups, but also improve

the overall recommendation performance. Figure 1(a) shows the

significant algorithmic unfairness of the recommendations between

advantaged and disadvantaged groups, and Figure 1(b) shows the

results generated by our re-ranking method, which provides fairer

and best overall recommendation performance.

The key contributions of this paper are as follows:

• We state the importance of concerning the unfairness issue

caused by data imbalance between user groups with different

activity level in commercial recommendation systems. We

explore three methods to capture user activity levels using

observable information.

• We provide a fairness constrained re-ranking method and

formalize it as a 0-1 integer programming problem to reduce

the bias.

• We conduct extensive experiments on three Amazon datasets

with four shallow or deep recommendation algorithms to

show that our method can shrink not only the fairness dis-

parity between different groups of users, but also improve

the overall recommendation quality.

In the following, we review related work in Section 2 and moti-

vate the fairness concerns in Section 3. In Section 4, details of our

framework are introduced. Experimental settings and results are

provided in Section 5. Finally, we conclude this work in Section 6.

2 RELATEDWORK
2.1 Algorithmic Fairness
Fairness is becoming one of the most important topics in machine

learning in recent years [20, 36, 38]. There are two basic frameworks

adopted in recent studies on algorithmic discrimination: individ-

ual fairness and group fairness. Individual fairness requires that

each similar individual should be treated similarly, which is hard

to define precisely due to the lack of agreement on task-specific

similarity metrics for individuals [14]. Group fairness requires that

the protected groups should be treated similarly to the advantaged

group or the populations as a whole [35]. The group fairness per-

spective for supervised learning usually implies constraints such as

equalized odds and demographic parity. Equalized odds defines the

constraint that the false positive rate and true positive rate should

be equal for the protected group and advantaged group, which

represents the equal opportunity principle [18, 42]. Demographic

parity, also called independence or statistical parity, is one of the

most well-known criteria for fairness [10]. It requires that decisions

should be similar around a sensitive attribute such as gender or na-

tionality. The flaw is that demographic parity will cause a loss in the

utility and also infringes individual fairness [14]. Most recent works

about fairness concerns have focused on designing algorithms com-

patible with such fairness constraints on fair classification [40, 44].

The fairness metrics for binary classification problems can be writ-

ten in terms of rate constraints, which are on the classifier’s positive

or negative prediction rate for different protected groups [12, 31].

For example, demographic parity posits that the classifier’s positive

prediction rate is the same across all groups. Such constraints for

fairness metrics can be added to the training objective for a binary

classifier, and be solved using constrained optimization algorithms

or relaxation methods [6, 17]. Here, we address group unfairness

in recommender systems from user perspective.

2.2 Fair Ranking
Besides fairness concerns in classification, some recent works have

raised the question of fairness in rankings. Recommendation algo-

rithms can usually be considered as a type of ranking algorithm.
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However, existing work usually only consider fairness issue from

the item perspective in ranking problem, while the concept of fair-

ness in recommender systems is more complicated as the unfair

issue will also lie on the user side.

Biega et al. [8] capture unfairness at the level of individual sub-

jects, as such subsume group unfairness. They claim that no single

ranking can achieve individual attention fairness, so they propose

a new mechanism to quantify and mitigate the position bias, which

leads to disproportionately less attention being paid to low-ranked

subjects. The results achieve amortized fairness by making the at-

tention accumulated across a series of rankings to be proportional

to accumulated relevance. Nowadays, most existing works measure

unfairness in ranking at the level of subject groups. The fairness

metrics are usually relevant to the exposure of the items belonging

to a different protected group. As concluded in [32], the metrics

include the supervised criteria which control the average exposure

of groups to be proportional to the average relevance of the results

of groups to a query [8, 39], and the unsupervised criteria which

require that the average exposure at the top of the ranking list is

equal for different groups [11, 38, 43]. In a fair ranking problem,

some research works directly learn a ranking model from scratch

[32, 39, 43], while others consider re-ranking or post-processing

algorithms after a ranking has been given [8, 11]. In this paper,

we use re-ranking method to reduce discrimination to take advan-

tage of making no assumptions to the underlying recommendation

models and offering the flexibility to be applied to different models.

2.3 Fair Recommendation
There has been a small amount of work on fairness in recommenda-

tion task, and each work takes very different perspectives. Different

from fair ranking and classification, in the field of recommenda-

tion systems, the concept of fairness has been extended to multiple

stakeholders [9]. The unfair issue can be considered not only from

the item or the provider side, but also can be considered from the

user side, which makes the problem to be more complex. Both [9]

and [1] categorize different types of multi-stakeholder platforms

and the different group fairness properties they desired. Mehrotra

et al. [29] address the supplier fairness in two-sided marketplace

platforms and propose a heuristic strategy to jointly optimize fair-

ness and performance. Patro et al. [34] address individual fairness

for both producers and customers, and answer the question of the

long-term sustainability of two-sided platforms. Yao and Huang

[41] study fairness in collaborative filtering recommender systems,

and propose four new metrics that address different forms of un-

fairness. These fairness metrics can be optimized by adding fairness

terms to the learning objective. Lin et al. [27] provide an optimiza-

tion framework for fairness-aware group recommendation from

the perspective of Pareto Efficiency, and further explore the fair-

ness of measure trade-off in recommender systems under a Pareto

optimization framework [26]. Beutel et al. [7] show how to measure

fairness based on pairwise comparisons from randomized experi-

ments, and offer a regularizer to improve fairness when training

recommendation models. Leonhardt et al. [23] quantify the user

unfairness caused by the post-processing algorithms which have

the original goal of improving diversity in recommendations. Ge

et al.[16] explore long-term fairness in recommendation and ac-

complish the problem through dynamic fairness learning. Fu et al.

Table 1: Percentage of users located at different number of
interactions thresholds (as 𝑛 represents) in the training set
of the datasets.

Dataset 𝑛 ≥5 𝑛 ≥10 𝑛 ≥20 𝑛 ≥30
Beauty 69.91% 15.40% 3.64% 1.44%

Grocery & Gourmet Food 71.94% 21.22% 6.44% 2.75%

Health & Personal Care 69.04 % 14.96% 3.76% 1.62%

Table 2: Percentage of users located at different total con-
sumption thresholds (as 𝑃 represents) in the training set of
the datasets.

Dataset 𝑃 ≥50 𝑃 ≥ 100 𝑃 ≥200 𝑃 ≥ 400

Beauty 71.23% 33.49% 10.07% 2.22%

Grocery & Gourmet Food 90.87% 60.11% 20.35% 5.62 %

Health & Personal Care 87.59% 55.15% 20.59% 5.78%

Table 3: Percentage of users located at different maximum
price of purchase records thresholds (as 𝑃 represents) in the
training set of the datasets.

Dataset 𝑃 ≥ 20 𝑃 ≥ 40 𝑃 ≥80 𝑃 ≥ 160

Beauty 66.43 % 23.20% 6.14% 1.47%

Grocery & Gourmet Food 92.90% 44.38 % 2.40% 0.00%

Health & Personal Care 85.66 % 46.39% 16.91% 5.24%

[15] propose a fairness constrained approach to mitigate the un-

fairness problem in the context of explainable recommendation

over knowledge graphs. They find that performance bias exists

between different user groups, and claim that such bias comes

from the different distribution of path diversity. Here, we show

that such recommendation performance bias also exists in general

recommender systems. There are more researches concerning the

popularity bias problem in recommendations, i.e., the frequently

rated items will get more exposure than those less popular ones.

Such researches mainly solve this problem by increasing the num-

ber of recommended unpopular items (long-tail items) or otherwise

the overall catalog coverage [2, 3, 5, 21]. Abdollahpouri et al. [4]

see the problem from the users’ perspective with finding how pop-

ularity bias causes the recommendations to deviate from what the

user expects to get from the recommender system. In this paper,

we concern about the unfair issue caused by the bias on the user

side, and reasonably divide users into different groups according to

their behaviour [24, 25].

3 MOTIVATING FAIRNESS CONCERNS
In this section, we aim to motivate fairness concerns by conducting

data-driven observational analysis to show the unfair performance

of current recommender systems. More concretely, we access the

imbalanced data distribution on three Amazon Review datasets:

Beauty,Grocery&Gourmet Food (Grocery), andHealth&Per-
sonal Care (Health), while the details of data are given in Ta-

ble.4. Furthermore, we show the recommendation performance

(F1@10 and NDCG@10) of several different kinds of traditional

fairness-unaware recommendation algorithms on the three datasets
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Figure 2: The difference between advantaged group and disadvan-
taged group on F1@10 on the Grocery dataset.

to present their unfairness issue, including the shallow models bi-

asedMF [22] and PMF [30], deep model NeuMF [19], and sequential

recommendation algorithm STAMP [28].

In this section, we aim to show two facts. The first one is that the

majority of users in these datasets only have limited interactions

or consumption on the platform, and those users with much more

interactions or much higher consumption only account for a small

proportion of users. The second fact is that the average recommen-

dation quality on this small group is significantly better than that

on the remaining majority of users for all baselines.

Tables 1,2,3 show the users’ distribution in three datasets with

different number of interactions or consumption. We can see that

users are concentrated in areas with less interaction or less con-

sumption. Considering such imbalanced data distribution, we select

the top 5% of users in the training dataset ranked by: 1) the number

of interactions; 2) total consumption, i.e., the accumulated price

of items bought by the user; and 3) the maximum price of items

bought by the user, and label them as the advantaged group. The

remaining users are labeled as the disadvantaged group. Intuitively,

we present the distribution of users in advantaged and disadvan-

taged groups in Grocery as Figure.4, which we can see clearly the

difference between the two groups.

Next, we test the recommendation quality of the four baselines

on the three datasets. Here we show the recommendation quality of

these fairness-unaware recommendation algorithms onGrocery in

Figure 2 and 3. Similar trends are observed for the other two datasets

as well. The details of the experiment results are given in Table 5,

Table 6, and Table 7 in later sections. We can see that although the

advantaged user group only accounts for a very small proportion

of users (5%), they enjoy much higher recommendation quality

than those disadvantaged users. This reflects the majority of users

are easily disregarded by commercial recommendation engines,

which gives rise to unfair recommendations, as well as results in

degradation of the overall performance. Therefore, it is important

to devise techniques to better serve such users with higher quality

recommendations to encourage them to make further interactions

with the system, and also to improve the overall recommendation

quality since the disadvantaged users are the vast majority.

4 THE FRAMEWORK
In order to address the unfairness concerns presented in Section 3,

we provide a framework in this section to generate fair recommen-

dation lists for different user groups, which also has the ability to

improve the overall performance through providing more satisfying

recommendations to the majority disadvantaged users. We first give

the definition of user-oriented group fairness in recommendation
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Figure 3: The difference between advantaged group and disadvan-
taged group on NDCG@10 on the Grocery dataset.

(a) interactions (b) total consumption (c) max price

Figure 4: User distribution of the advantaged and disadvantaged
groups under three grouping methods on the Grocery dataset.

systems, and then provide our re-ranking method to formalize the

fair recommendation problem under fairness constraints.

In the problem of recommendation, suppose there are user set

{𝑢1, 𝑢2, · · · , 𝑢𝑛} ∈ U and item set {𝑣1, 𝑣2, · · · , 𝑣𝑚} ∈ V , where 𝑛 =

|U|,𝑚 = |V|. Given a recommender system, each user 𝑢𝑖 will have

a top-𝑁 recommendation list {𝑣1, 𝑣2, · · · , 𝑣𝑁 |𝑢𝑖 } . As we analyzed
in the previous section, recommender systems without considering

the user-oriented fairness will generate unfair recommendation

lists to different groups of users. To address this issue, we provide a

re-ranking framework to generate fair recommendations based on

the recommendation lists produced by traditional fairness-unaware

recommender systems.

We define binary matrix W =
[
W𝑖 𝑗

]
𝑛×𝑁 to denote whether

an item 𝑗 is recommended to a user 𝑖 in fair recommendation

lists, where W𝑖 𝑗 ∈ {0, 1}, and {1 ≤ 𝑖 ≤ 𝑛} and {1 ≤ 𝑗 ≤ 𝑁 }
index users and items respectively. Specifically, if item 𝑗 is recom-

mended to the user 𝑖 , then we have W𝑖 𝑗 = 1, else W𝑖 𝑗 = 0. We use

Wi = [W𝑖1,W𝑖2, · · · ,W𝑖𝑁 ]T to represent the new Top-𝐾 recom-

mendation list of user 𝑖 , where
∑𝑁

𝑗=1W𝑖 𝑗 = 𝐾,𝐾 ≤ 𝑁 . Next we

define the user-oriented group fairness in recommender systems

following these notations.

4.1 User-oriented Group Fairness
Group fairness requires that the protected groups should be treated

similarly to the advantaged group [35]. The group of users can

be divided under different requirements for different tasks. In this

paper, we consider grouping users as 𝑍1 and 𝑍2 so that 𝑍1∩𝑍2 = ∅
in accordance with their different activity level. The notation M
is a metric that can evaluate the recommendation quality such as

NDCG@𝐾 or F1 score, and thus we use M (Wi) to represent the

recommendation quality for user 𝑖 .

The user-oriented group fairness in recommendation is defined

as follows:

Definition 1. User-oriented Group Fairness (UGF)

E[M(W) |𝑍 = 𝑍1] = E[M(W) |𝑍 = 𝑍2] (1)
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It requires that a fair recommendation algorithm should offer

the same recommendation quality for different group of users. Fur-

thermore, we use the difference of average recommendation per-

formance between two groups to measure the user-oriented group

unfairness of a recommendation algorithm. We define Y-fairness

recommendation algorithm as:

Definition 2. (Y-fairness) A recommendation algorithm satisfies
Y-fairness if:

𝑈𝐺𝐹 (𝑍1, 𝑍2,W) =

������ 1

|𝑍1 |
∑
𝑖∈𝑍1

M (Wi) −
1

|𝑍2 |
∑
𝑖∈𝑍2

M (Wi)

������ ≤ Y. (2)

In this formulation, 𝜖 represents the strictness of fairness require-

ments. It also trades off fairness and the recommendation quality

of the advantaged group, so that if 𝜖 approaches to zero, the re-

sulting recommendation will be fairer but will potentially suffer

from a huge sacrifice in the recommendation performance of the

advantaged group.

4.2 Fairness-aware Algorithm
In this part, we provide a framework which can generate fairness-

aware recommendation lists based on a fairness-constrained re-

ranking method.

Given a traditional recommender system, each user 𝑢𝑖 is recom-

mended with a top-𝑁 list {𝑣1, 𝑣2, · · · , 𝑣𝑁 |𝑢𝑖 }, each user-item pair

is associated with a score S𝑖, 𝑗 which represents the preference of

user 𝑖 in terms of item 𝑗 . Here we follow the preference scores cal-

culated by the base recommendation systems. We use these system

generated top-𝑁 ranking lists as the baseline, and apply re-ranking

algorithm to maximize the sum of preference scores under the fair-

ness constraint to generate new fair top-𝐾 recommendation lists,

where 𝐾 ≤ 𝑁 . Therefore, we can formulate the optimization proce-

dure of the fairness-aware recommendation problem as follows:

max

W𝑖 𝑗

𝑛∑
𝑖=1

𝑁∑
𝑗=1

W𝑖 𝑗S𝑖, 𝑗

s.t. UGF (𝑍1, 𝑍2,W) < Y
𝑁∑
𝑗=1

W𝑖 𝑗 = 𝐾,W𝑖 𝑗 ∈ {0, 1}

(3)

This objective function can be interpreted as that selecting ex-

actly 𝐾 items out of the baseline top-𝑁 list of each user so that the

objective function could be maximized. Meanwhile, these selected

items need to make the new top-𝐾 recommendation list satisfy

the constraint defined in Definition 2. The optimization problem

here can be solved as a 0–1 integer programming problem. We

can find feasible solutions to this NP-complete problem through

fast heuristics
1
. Although such methods may not converge to the

global optimal solution, our experiments show that we can still

obtain satisfactory results in this way. After obtaining the item set

which is recommended under fairness constrained, we rank the 𝐾

items by their original preference score S𝑖, 𝑗 to construct the final

recommendation list.

1
We use gurobi solver in our experiment. https://www.gurobi.com

Table 4: Statistics of the datasets

Dataset #Action #User #Item Sparsity

Beauty 198,502 22,363 12,101 99.93%

Grocery & Gourmet Food 151,254 14,681 8,713 99.88%

Health & Personal Care 346,355 38,609 18,534 99.95%

5 EXPERIMENTS
In this section, we first briefly describe the datasets, baselines and ex-

perimental setup used for experiments. All source code and dataset

of this project has been released publicly
2
. Then we evaluate our

proposed fair re-ranking algorithm on top of the baselines to show

its desirable performance on both of the fairness metrics and the

recommendation performance.

5.1 Experimental Settings
5.1.1 Dataset. Our experiments are performed on publicly avail-

able Amazon 5-core datasets
3
, which include user, item, rating

information spanning from May 1996 to July 2014 without du-

plicated interactions. It covers 24 different categories and we take

three datasetsBeauty,Grocery &Gourmet Food (Grocery), and
Health & Personal Care (Health) to model training and evalua-

tion. The statistics of the datasets are summarized in Table 4. In our

experiments, we split each dataset into train (80%), validation (10%)

and test sets (10%) and all the baseline models share these datasets

for training and evaluation.

For the re-ranking experiment, as stated in Section 3, we select

the top 5% users under each grouping type from the training set

as the advantaged group and the rest as the disadvantaged group.

Then we split the test set based on the two user groups and test the

results, respectively.

5.1.2 Baselines. We take both shallow and deep recommenda-

tion models as baselines as suggested in [13]. We compare with

two traditional shallow methods (Biased-MF and PMF), one deep

model (NeuMF), as well as one sequential model (STAMP). The

introduction of baselines are as the following:

• Biased-MF [22]: This matrix factorization algorithm takes

user, item and global bias terms into consideration.

• PMF [30]: This is a probabilistic matrix factorization algo-

rithm by adding Gaussian prior into the user and item latent

factors distribution.

• NeuMF [19]: This algorithm applies deep neural network

with non-linear activation functions to train a user and item

matching function.

• STAMP [28]: A session-based recommendation model based

on attention mechanism, which can capture user’s long-term

and short-term preferences.

We set the embedding size for users and items to 64 for all the

models. For NeuMF, we set the size of multi-layer perceptron (MLP)

with 32, 16, 8 as suggested in the paper. The final output layer

has only one layer with a dimension of 64. For STAMP, we set the

maximum user history length to 30. We apply rectified linear unit

(ReLU) non-linear activation function between layers.

2
Source code available at https://github.com/rutgerswiselab/user-fairness

3
http://jmcauley.ucsd.edu/data/amazon/

https://github.com/rutgerswiselab/user-fairness
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Table 5: The recommendation performance of overall, advantaged, and disadvantaged users of our re-ranking method and
corresponding baselines on threeAmazondatasets, with the type of grouping users by their number of interactions. The results
are reported in percentage (%). All re-ranking results here are obtained under the fairness constraint on F1. The evaluation
metrics here are calculated based on the top-10 predictions in the test set. Our best results are highlighted in bold.

Beauty Grocery Health

Overall Adv. Disadv. UGF Overall Adv. Disadv. UGF Overall Adv. Disadv. UGF

BiasedMF

F1

Orig. 14.27 30.68 12.77 17.91 15.78 36.48 13.86 22.62 13.92 33.06 12.13 20.93

Fair 15.06 19.18 14.68 4.50 16.13 21.37 15.65 5.72 14.54 19.30 14.10 5.20

NDCG

Orig. 43.25 67.79 41.00 26.79 45.08 70.29 42.74 27.55 41.37 66.55 39.01 27.54

Fair 43.97 52.51 43.19 9.32 45.75 55.74 44.83 10.91 42.31 52.26 41.37 10.89

PMF

F1

Orig. 13.72 30.87 12.15 18.72 15.62 36.37 13.70 22.67 11.34 22.46 10.30 12.16

Fair 14.56 18.86 14.16 4.70 16.06 21.28 15.58 5.70 11.42 14.16 11.16 3.00

NDCG

Orig. 41.06 66.74 38.72 28.02 44.85 70.80 42.44 28.36 36.23 52.43 34.72 17.71

Fair 41.97 51.41 41.10 10.31 45.74 57.23 44.67 12.56 36.75 46.39 35.85 10.54

NeuMF

F1

Orig. 12.44 29.10 10.91 18.19 14.51 36.02 12.51 23.51 12.20 31.84 10.36 21.48

Fair 13.81 17.93 13.43 3.50 15.48 20.81 14.99 5.82 12.96 17.89 12.49 5.40

NDCG

Orig. 35.13 61.76 32.69 29.07 38.86 68.34 36.13 32.21 33.55 61.72 30.91 30.81

Fair 36.30 40.89 35.88 5.01 40.09 50.02 39.17 10.85 34.30 42.57 33.53 9.04

STAMP

F1

Orig. 12.76 27.68 11.38 16.30 14.35 33.52 12.57 20.95 13.15 30.76 11.50 19.26

Fair 12.76 20.27 12.07 8.20 14.47 19.23 14.03 5.20 13.15 17.55 12.74 4.81

NDCG

Orig. 35.54 58.32 33.45 24.87 38.58 65.61 36.08 29.53 36.53 61.06 34.23 26.83

Fair 35.71 51.02 34.31 16.71 39.16 52.42 37.93 14.49 36.69 46.91 35.73 11.18

We apply Bayesian Personalized Ranking (BPR) [37] loss for

all the baseline models. For each user-item pair in the training

dataset, we randomly sample one item that the user has never

interacted with as the negative sample in one training epoch. We

carefully select the hyper-parameters to tune the models to reach

their best performance. The learning rate for training is 0.001, ℓ2-

regularization coefficient is 0.00001 for all the datasets. The best

models are selected based on the performance on the validation set

within 100 epochs.

5.1.3 Evaluation. We use standard metrics F1@10 score and Nor-

malized Discounted accumulated Gain at rank 10 (NDCG@10) to

evaluate the top-10 recommendation quality. The metricM given

in Definition 2 is F1@10 in all our experiments. For efficiency con-

sideration, we use sampled negative interactions for evaluation

instead of computing the user-item pairs scores for each user over

the entire item space [45]. For each user, we randomly generate

100 negative samples, which the user has never interacted with,

together with the positive samples in the validation or test set to

form the user’s candidates list. Then we compute the metric scores

over this candidates list to evaluate the models top-𝐾 ranking per-

formance. The result of all metrics in our experiments are averaged

over all users.

5.2 Main Results
In this section, we show the performance of our re-ranking method

on both of the recommendation quality and fairness effectiveness

compared with traditional fairness-unaware recommendation algo-

rithms.

Table 5, Table 6 and Table 7 show the main results on the three

Amazon datasets about dividing user groups based on their number

of interactions, total consumption and maximum price respectively.

The overall performance, advantaged performance and disadvan-

taged performance are calculated on the whole test set, the group

of advantaged users in the test set, and the group of disadvantaged

users in the test set respectively. UGF is computed as Equation 2 to

evaluate the difference of recommendation quality (NDCG@𝐾 or

F1) between the advantaged and disadvantaged groups. We set the

upper bound of the constraint 𝜖 to the half of the metric differences

between two groups of the fairness-unaware baseline. The original

results in the table are from baselines, and the fair results in the

table are from our model.

Comparing advantaged and disadvantaged groups under four

baselines, we can find that there is a big difference in recommen-

dation performance between the two groups. Take the results of

NeuMF on Grocery as an example, in Table 5, the difference of

NDCG@10 between two groups is 32.21%, and the difference of

F1@10 between two groups is 23.51%; in Table 6, the difference

of NDCG@10 is 27.43%, and the difference of F1@10 is 20.34%; in

Table 7, the difference of NDCG@10 is 13.41%, and the difference

of F1@10 is 8.86%. Such disparity could be caused by the nature

of collaborative filtering. In other words, the advantaged users

may dominate the learning algorithm, and thus the disadvantaged

users are more likely to receive biased recommendations due to

their insufficient training data, which results in extremely unfair

treatments by the system.

We can see from the three tables that our re-ranking method has

the ability to significantly reduce the fairness disparity as well as

improve the overall recommendation performance of all baselines.

For example, also from results of NeuMF on Grocery in Table.5,

fair-NeuMF improves the overall NDCG@10 from 38.86% to 40.09%,

and improves the overall F1@10 from 14.51% to 15.48%, as well as re-

duces the difference between NDCG@10 from 32.21% to 10.85%, and

reduces the difference between F1@10 from 23.51% to 5.82%.What’s
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Table 6: The recommendation performance of overall, advantaged, and disadvantaged users of our re-ranking method and
corresponding baselines on three Amazon datasets, with themethod of grouping users by their total consumption. The results
are reported in percentage (%). All re-ranking results here are obtained under the fairness constraint on F1. The evaluation
metrics here are calculated based on the top-10 predictions in the test set. Our best results are highlighted in bold.

Beauty Grocery Health

Overall Adv. Disadv. UGF Overall Adv. Disadv. UGF Overall Adv. Disadv. UGF

BiasedMF

F1

Orig. 14.27 29.76 13.01 16.75 15.78 33.85 14.15 19.70 13.92 33.04 12.31 20.73

Fair 15.05 16.91 14.90 2.01 16.14 17.99 15.97 2.02 14.50 19.11 14.11 5.00

NDCG

Orig. 43.25 65.94 41.40 24.54 45.08 66.29 43.16 23.13 41.37 67.72 39.15 28.57

Fair 43.82 47.07 43.55 3.52 45.49 47.97 45.27 2.70 42.15 52.20 41.31 10.89

PMF

F1

Orig. 13.72 29.74 12.42 17.32 15.62 33.88 13.97 19.91 11.34 22.79 10.38 12.41

Fair 14.56 18,54 14.23 4.31 16.00 20.59 15.58 5.01 11.42 14.28 11.17 3.11

NDCG

Orig. 41.06 64.57 39.15 25.42 44.85 67.67 42.78 24.89 36.23 54.80 34.67 20.13

Fair 41.98 50.35 41.29 9.06 45.52 54.40 44.71 9.69 36.65 47.93 35.70 12.23

NeuMF

F1

Orig. 12.44 28.28 11.15 17.13 14.51 33.16 12.82 20.34 12.20 32.10 10.53 21.57

Fair 14.04 15.91 13.89 2.02 15.49 17.34 15.32 2.02 13.06 14.91 12.91 2.00

NDCG

Orig. 35.13 60.00 33.10 26.90 38.86 64.02 36.59 27.43 33.55 61.74 31.17 30.57

Fair 36.71 39.11 36.51 2.60 39.84 41.55 39.69 1.86 34.39 38.60 34.04 4.56

STAMP

F1

Orig. 12.75 26.71 11.61 15.10 14.35 30.94 12.85 18.09 13.15 30.85 11.66 19.19

Fair 12.81 16.32 12.53 3.79 14.45 18.58 14.08 4.50 13.15 17.58 12.78 4.80

NDCG

Orig. 35.54 57.38 33.75 23.63 38.59 61.41 36.52 24.89 36.53 61.34 34.44 26.90

Fair 35.70 46.08 34.85 11.23 38.86 47.77 38.06 9.71 36.66 47.31 35.76 11.55

Table 7: The recommendation performance of overall, advantaged, and disadvantaged users of our re-ranking method and
corresponding baselines on three Amazon datasets, with the method of grouping users by the maximum price of items they
bought. The results are reported in percentage (%). All re-ranking results here are obtained under the fairness constraint on F1.
The evaluation metrics are calculated based on the top-10 predictions in the test set. Our best results are highlighted in bold.

Beauty Grocery Health

Overall Adv. Disadv. UGF Overall Adv. Disadv. UGF Overall Adv. Disadv. UGF

BiasedMF

F1

Orig. 14.27 21.31 13.86 7.45 15.78 24.29 15.25 9.04 13.92 22.21 13.41 8.80

Fair 14.57 15.51 14.51 1.00 15.84 20.55 15.55 5.00 14.15 15.09 14.09 1.00

NDCG

Orig. 43.25 53.59 42.63 10.96 45.08 57.29 44.30 12.99 41.37 53.16 40.64 12.52

Fair 43.44 44.56 43.37 1.19 45.09 52.34 44.63 7.71 41.44 41.81 41.41 0.40

PMF

F1

Orig. 13.72 20.83 13.30 7.53 15.62 24.09 15.08 9.01 11.34 16.43 11.02 5.41

Fair 14.01 15.80 13.90 1.90 15.84 18.01 15.71 2.30 11.35 12.68 11.27 1.41

NDCG

Orig. 41.06 50.35 40.52 9.83 44.85 58.39 43.99 14.40 36.23 46.37 35.60 10.77

Fair 41.28 42.28 41.22 1.06 44.98 48.74 44.74 4.00 36.27 42.06 35.91 6.15

NeuMF

F1

Orig. 12.44 20.36 11.97 8.39 14.51 22.84 13.98 8.86 12.20 21.12 11.65 9.47

Fair 12.81 14.70 12.70 2.00 14.82 15.76 14.76 1.00 12.36 16.13 12.13 4.00

NDCG

Orig. 35.13 46.92 34.43 12.49 38.86 51.48 38.07 13.41 33.55 46.51 32.74 13.77

Fair 35.31 34.87 35.34 0.47 38.98 38.79 39.00 0.21 33.66 39.17 33.32 5.85

STAMP

F1

Orig. 12.75 19.04 12.38 6.66 14.41 21.75 13.96 7.79 12.86 20.02 12.42 7.60

Fair 12.84 13.98 12.77 1.21 14.53 16.31 14.41 1.90 12.88 16.46 12.66 3.80

NDCG

Orig. 35.54 44.27 35.02 9.25 38.16 48.39 37.51 10.88 35.83 46.57 35.17 11.40

Fair 35.60 37.31 35.50 1.81 38.22 41.76 38.00 3.76 35.84 42.27 35.44 6.83

more, the performance of disadvantaged groups has also been im-

proved due to the fairness constraint. For example, NDCG@10 is

improved from 36.13% to 39.17%, and F1@10 from 12.51% to 14.99%.

However, the performance of advantaged users is reduced to sat-

isfy our fairness constraint. Although we sacrifice some of the

average recommendation performance of the advantaged users, the

constraint that decreases the disparity between two groups substan-

tially improves the performance of the disadvantaged group, which

accounts for much more users than the advantaged users. The total

performance compromise of the advantaged users is much smaller

than the total improvement of the disadvantaged users, which is

the reason why the overall performance gets boosted.

Among the three grouping methods, we see that the fairness

disparity of dividing users based on their maximum purchase price

is not as significant as dividing groups according to their number of

records or total consumption. This could be a possible reason that
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limits the ability of performance improvement of our re-ranking

method. The less significant fairness disparity of the max price

grouping method may lie in the following two aspects. On the one

hand, although users who interact more actively with platforms

tend to have a greater consumption range, using the maximum price

to capture users’ activity may be less informative than the other

two methods, since it cannot properly capture the accumulative

influence in the long term. On the other hand, Figure 4 in Section 3

shows the user distribution under three grouping methods. We can

see that limited by the maximum price of items in each dataset, the

difference of user distributions between advantaged and disadvan-

taged groups under the maximum price method is not as obvious

as the other two methods, thus resulting in less significant unfair

treatment by the systems under this grouping method. However,

the unfair treatment of recommendation systems is still obvious

under max price grouping method, which reflects its capability to

capture user activity level.

Overall, the experiments show that our re-ranking algorithm

can not only shrink the fairness disparity between the two groups

of users, but also provide better overall recommendation results

than the baseline methods. With these more fairer recommendation

lists, those disadvantaged users who account for a large proportion

of the user community can get more benefits.

5.3 Ablation Study
In different scenarios, the definition of fairness and the strictness

of fairness requirement may be different. From Definition 2, we

know that the smaller 𝜖 is, the fairer our model will be. However,

the excessive pursuit of fairness sometimes is unnecessary and will

result in a great impact on the recommendation performance. As

shown in the main results we presented above, to achieve fairer

performance, the average recommendation quality of the advan-

taged users could be sacrificed, since their original scores were so

high that the scores of disadvantaged users could not approach

them through directly re-ranking the recommendation lists based

on their own preference scores. Therefore, we are interested in how

the value of 𝜖 , which can evaluate fairness between two groups,

will affect the recommendation quality of different groups.

In this section, we study how the value of 𝜖 in Equation 2 can

influence the performance of the overall, advantaged group and

disadvantaged group. Take the performance of fair-NeuMF on the

Grocery dataset as an example, Figure.5 shows how recommen-

dation quality changes with the degree of relaxation of fairness

requirements.

All results are under the fairness constraint of F1@10. From the

figures, we can see that the more stringent the requirement of fair-

ness is, the more performance reduction of the advantaged group,

and the more performance improvement of overall and disadvan-

taged group. And the F1@10 of these three groups will be almost the

same when we set 𝜖 = 0. Although the results are generated under

the constraint of F1@10, we can see that the recommendation qual-

ity on NDCG@10 also shows a similar trend in performance change.

In Figure.5(f), the performance of the advantaged group is even

lower than the disadvantaged group when we set 𝜖 = 0. Therefore,

there may be a trade-off between pursuing fairness and reducing the

sacrifice of the advantaged group under some scenarios, although

we can still get improvements on the overall performance.
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Figure 5: The metrics F1@10 and NDCG@10 change with respect
to the 𝜖 on Overall, Advantaged and Disadvantaged groups.

6 CONCLUSIONS
In this work, we study the problem of fairness in recommendation

algorithms from the user perspective. We show that current rec-

ommendation algorithms will capture the data imbalance that lies

on the user side, thus produces unfair treatment between different

user groups. We first conduct a data-driven observation analysis

on three Amazon datasets with several shallow or deep recommen-

dation algorithms, to show that users who interact more actively

with platforms only account for a small proportion of users in

data. However, the recommendation quality for these advantaged

users is significantly higher than those disadvantaged users, which

gives rise to unfair issues in recommender systems. The unfair

treatment between different groups of users can also reduce the

overall performance since the less active users are in the major-

ity. We then quantify unfairness at the group level and provide a

fairness constrained re-ranking method to mitigate the unfairness

between advantaged and disadvantaged groups while maintaining

the recommendation quality. Our extensive experiments show that

our method can reduce the unfairness between advantaged and

disadvantaged groups significantly, and also improve the overall

recommendation quality through providing more satisfying recom-

mendations to the majority of disadvantaged users.
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